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VL-BERT: Pre-training of Generic Visual-
Linguistic Representations



Pre-training of Generic Representations: 
A Hallmark of Deep Network’s Success 
• Prior to the era of deep networks

• Diverse hand-crafted features & designs

• Un-shareable feature representations among different tasks

Object detection 
(DPM [TPAMI, 2009], etc.)

Image classification 
(Fisher Vectors [CVPR 2010], etc.)

Semantic segmentation 
(O2P [ECCV 2012], etc.)



Pre-training of Generic Representations: 
A Hallmark of Deep Network’s Success 
• Renaissance of deep networks in computer vision

• Generic backbone + Task-specific headers

• Pre-trainable generic representations

AlexNet [NIPS 2012] for image classification

R-CNN [CVPR 2014] for object detection

FCN [CVPR 2015] for semantic segmentation

Pre-training & 
finetuning



Pre-training of Generic Representations: 
A Hallmark of Deep Network’s Success 
• Recent leap forward in Natural Language Processing (NLP)

Transformer [NIPS 2017] BERT [NAACL 2019]



Pre-training for Visual-Linguistic Tasks?

• Various visual-linguistic tasks

Make the V in VQA Matter [CVPR 2017] Image captioning Modeling context in referring expressions [ECCV 2016]

From recognition to cognition: visual commonsense reasoning [CVPR 2019]



Pre-training for Visual-Linguistic Tasks?

• Numerous task-specific networks
• Ad-hoc design, un-shareable representations

• Key goal: to aggregate the multi-modal info

BUTD for VQA [CVPR 2018]

R2C for VCR [CVPR 2019]

MAttNet for RefCOCO+ [CVPR 2018]

DVSA for image captioning [CVPR 2015]



Revisit BERT Model

• Flexible and powerful in aggregating and aligning word features
• Self-contained embeddings + Transformer attention + masked language modeling

Masked language modeling in BERT Attention weights in BERT



Revisit BERT Model

• Flexible and powerful in aggregating and aligning word features
• Self-contained embeddings + Transformer attention + masked language modeling

Embedded features in BERT Pre-training & finetuning of BERT



VL-BERT: Pre-training of Generic Visual-Linguistic 
Representations
• Model architecture

• Modified from original BERT to accommodate the visual contents



Model Architecture of VL-BERT

• Input elements
• Visual: region-of-interests (RoIs) in image

• Linguistic: words in sentences

• Special: for formatting



Model Architecture of VL-BERT

• Feature embeddings
• Token, segment, and sequence position embeddings are the same as BERT

• Visual feature embeddings are newly introduced for each element



Pre-training VL-BERT

• Pre-training on both visual-linguistic and text-only corpus
• Conceptual Captions: ~3.3M image caption pairs, harvested from web, simple clauses

• BooksCorpus & English Wiki: long and complex sentences, utilized in pre-training BERT

Conceptual Captions [ACL 2018] BooksCorpus [ICCV 2015] & English Wiki



Pre-training VL-BERT

• Pre-training on Conceptual Captions
• Input format: <Caption, Image>

• Task #1: Masked Language Modeling with Visual Clues

• Task #2: Masked RoI Classification with Linguistic Clues

• Pre-training on BooksCorpus & English Wiki
• Input format: <Text, Null>

• Task: Standard Masked Language Modeling as in BERT

• End-to-end training, with all the parameters updated



Fine-tuning VL-BERT on Downstream Tasks



Related Work

• Video BERT [ICCV 2019]
• First work seeking to conduct pre-training for visual-linguistic tasks
• Abrupt clustering of video clips, considerable loss in visual content info
• Applied on videos only, of linear structure same as sentences

• Concurrent works on image-based visual-linguistic tasks
• Indicating the importance of the problem
• Noticeable difference between VL-BERT and other concurrent works

• We found the task of Sentence-Image Relationship Prediction used in all other 
concurrent works is of no help in pre-training visual-linguistic representations.

• Pre-training on both visual-linguistic and text-only datasets. We found such joint pre-
training improves the generalization over long and complex sentences.

• Improved tuning of the visual representation. 





Experiments

• Visual Commonsense Reasoning (VCR)



Experiments

• Visual Question Answering (VQA) 



Experiments

• RefCOCO+



Experiments

• Ablation study



Conclusion

• VL-BERT, a new pre-trainable generic representation for visual-
linguistic tasks
• Utilization of Transformer model as the backbone, instead of ad-hoc task-

specific modules

• Pre-trainable on large-scale visual-linguistic & text-only corpus

• Future work
• Better pre-training tasks, to benefit more downstream tasks

• More powerful generic backbone for visual-linguistic tasks



Q&A


